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Introduction

• At last IETF 120 Side meeting, we introduced a new SRv6 based store-carry-and-forward networking for deep 

space, and got some valuable results after our prototype validation. First, we will review the main ideas and 

conclusions.

• At this meeting, we will give an whole IPv6+ network architecture for deep space. 

• First, we will introduce our test of QUIC and SRv6 based store-carry-and-forward interoperation;  

• Next, we will present a CGR-based routing approach to generate an SRv6 segment list for link handover;

• At last, we will give the new scenarios for next-generation deep space networks and we will give the design 

selection why we choose IPv6+ network architecture for deep space.



Review: DTN BP/LTP vs Deep space IP

Target DTN Solution IP Solution

Hop-by-hop transmission √ (BP) √ (SRv6)

Store-Carry-and-Forward √ (BP) √ (SRv6 End.XS)

Confirmation retransmission √ (LTP) √ (ICMP)

Adaptive Routing √ (CGR) √ (TVR+CGR, FRR)

Distinguishing between reliable 

and unreliable transmission
√ (LTP Red and Green segments) √ (ACL, Link config)

Parallel transfer √ (LTP Session) √ (ECMP, Multiple-threads)

Socket interface for APP X (under development) √

Forwarding performance
Packet processing is complex, too many 

Queues, larger packet headers

Better (Packet Processing is 

simple, same AQM as Standard IP)

SRv6 based IP and DTN have consistent functions, making interconnection easier.



Test of QUIC and SRv6 based store-carry-and-forward interoperation
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QUIC server QUIC clientstore-carry-and-forward in IP

RTT = 4s

Purpose: In scenarios with link disruptions, files can be successfully delivered relying on the IP layer's store-

carry-and-forward paradigm, without depending on the QUIC timeout retransmission mechanism.

· max_idle_timeout: 10min

· initial_rtt, initial_retransmit_timer: 4s

· large_retransmit_timer: 16s

· congestion algorithm: BBR



ACK 334, 2-59 (store-carry-

and-forward retransmission)

1RTT: 334

Test of QUIC and SRv6 based store-carry-and-forward interoperation



25s: Link down

210s: Link up

212s: First ACK reply

store-carry-and-forward retransmission

Test of QUIC and SRv6 based store-carry-and-forward interoperation



Disruption Time Modelling for layers Interoperations 
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Problem: QUIC retransmissions over a store-carry-and-forward mechanism may result in invalid duplicate 

packets. How can we reconcile the reliability relationship between these two?

· Dynamically Adjust QUIC Retransmission Timer

𝑻𝑺𝑪𝑭 𝑻𝑫𝒊𝒔𝒓𝒖𝒑𝒕𝒊𝒐𝒏

𝑻𝑸𝑼𝑰𝑪



CGR based routing to create SRv6 segment list

Contact graph

· Node: a contact in the contact plan that allows data 

transmission between two nodes;

· Link: the necessary storage time for data at the sending 

node while waiting for the next contact transmission.

Every route includes:

· Temporal storage: data storage time at the node;

· txWin (transmission window): [the start time of the first 

hop, the earliest end time among the contacts traversed]

· volume = (end-start) * rate;

· BDT (best delivery time): the earliest time at which the 

destination node can be reached.

In deep space networks, the communication windows (contacts) between nodes are pre-planned, allowing the 

optimal transmission paths between any nodes to be theoretically inferred from these contact schedules.



CGR based routing to create SRv6 segment list

Utilize a four-step filtering process to 

generate a candidate routing table, and 

select based on the following criteria:

1. Shortest BDT;

2. Fewest hops;

3. Latest route end time;

4. Smallest EID.

Planning Routing Forwarding
Contact plan Routing Table Forwarding Table

A centralized entity computes 

contact plans based on the 

estimation of future episodes 

of communications.

Contact Graph Dijkstra Search:

compute a path with the best 

delivery time in a contact graph;

Contact Graph Yen’s algorithm:

compute the best K routes in the 

contact plan.

EID replaced by SID

Segments 

List



Earth-Moon Communication

New scenarios for next-generation deep space networks

Future Lunar Communication

With the continuous development of manned lunar exploration programs 

and deep space exploration, the scale and applications of deep space 

networks are increasingly resembling the IP-centric internet:

· The manned lunar exploration network involves not only remote sensing 

data transmission addressed by DTN;

· Also includes astronaut-to-ground communication, human-machine

communication, and machine-to-machine communication within lunar 

sensor networks.



SRv6 technology enables IPv6 networks to be programmable, allowing them to meet more complex and flexible

communication requirements. The design philosophy for next-generation deep space network architecture includes:

·Support for Large Networks: The model is closer to an IP-centric terrestrial internet;

·Scalability: Supports dynamic routing, allowing terminals and network nodes to join and leave freely;

·Open Interconnectivity: Forms a seamless interstellar network that connects lunar, Martian, and Venusian

networks with terrestrial networks, sharing applications of the terrestrial internet;

·Resilience: Addresses reliability issues, enabling rapid rerouting capabilities;

·Programmability: Equipped with SDN capabilities, supporting differentiated service provisioning and QoS

guarantees, allowing for flexible service policies and traffic engineering;

·Simplified Protocol Stack: Enhances network efficiency and simplifies network operations;

·Automation: Improves network operation efficiency.

IPv6+ Network Architecture for Deep Space = IPv6 + SRv6 +ICMPv6 + QUIC + CGR

Why IPv6+ network architecture for deep space
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IPv6+ Networking : the next-generation deep space networks

The future manned lunar exploration network :

· Lunar landers, rovers, intelligent robots, astronauts, 

orbiters, and various remote sensing and telemetry 

devices will be interconnected using IPv6;

· Relay satellites and ground stations between Earth 

and Moon will utilize an enhanced QUIC+SRv6 to 

transmit various data.


